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Ventilation air methane (VAM) contributes more than 80% of the total direct
emissions of coal mine methane (CMM) in China, with a single mine shaft emitting
VAM at a rate of 222 m³/s (or 800,000 m³/h) potentially generating around 1
million tons of CO₂-equivalent (CO2e) annually. It is pivotal to quantify the VAM and
strategically mitigate the emission towards carbon peak and neutrality. In this
study, the Long-Short-Term-Memory (LSTM) recurrent neural network is optimized
based on the inspiration generated by the chromosomal inheritance pattern of
human genes. Multiple factors with a strong correlation of CH4 emissions are
predicted, and future CH4 emissions are predicted using time series and multi-
factor series. Combined with the self-determined pattern of VAM emissions, a
correlation model is proposed for VAM quantification. Based on the predicted VAM
emission, recommendations are summarized for effective VAM mitigation. This
work will lay the foundation for the future fugitive gas emissions from coal mining
sector for the coal-producing countries.

ABSTRACT

LITERATURE REVIEW

As the figure shows, these are the basic data syntheses, which includes various
concentrations of gas content (a), utilization rates (b), coal mine methane
emissions and predictive analysis (c), a summary of provable coal reserves and
underground mining depths (d), and datasets with multiple correlations (e-1 & e-2)
[13-17]

DATA & METHODS

The overall trend of CH4 emission in the coal mine based on GMI shows a
consistent rise in methane emissions over the past 30 years, coupled with a
projected decline in emissions over the subsequent 30 years (a). Using the
constructed neural network of LSTM-RNN to predict CH4 emission in the coal mine
over the next ten years (2000/01 to 2020/01), the results appear relatively static
(hovering consistently around 665 MMTCO2e). The difference between GMI-based
and L-Rs-s-based prediction is considerable, indicating that the performance of the
constructed LSTM-RNN neural network needs to be optimized, which is significant
for refining the predictive accuracy and reliability of the model.

RESULTS & DISCUSSIONS

China, Poland, the United States, Australia, Germany, and Canada have been at
the forefront of research in this area, Obviously, in China, the status of VAM-related
research is gradually gaining prominence. Specifically, those that have been
spotlighted include numerical simulation, emissions control, separated
components, and pressure swing adsorption [1-3]. It is obvious that we can make
related predictions to ensure the strategies are going well.
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Machine learning recently got a high focus in engineering industries, to utilize such 
technologies effectively, choosing the best and the most matched model is crucial 
[4-7]. We put the most general model - traditional fully connected neural networks, 
convolutional neural networks (CNN) [8, 9], and recurrent neural networks (RNN) 
[10, 11] here (a, b, and c). This study used the LSTM model, which will be optimized 
by the Genetic algorithm [12], to point out the prediction accuracy. All the model 
logic has been shown here.

This study delves into three categories: the LSTM-RNN, the GA-LSTM (s-s), and the 
GA-LSTM (m-s). Where “s-s” and “m-s” represent single-input single-output and 
multiple-input single-output respectively. The sliding window size (denoted as 
“kim”) is 12, with a progressive advancement of 1 unit. It means that a single 
variable (month data) is input 12 at a time and output 1 at a time. Conversely, the 
multi-input sliding window covers all distinct monthly variable data from n-k, with 
the output variable being methane emissions. Specifically, the nomenclature used 
is as follows: L-Rs-s denotes single-input single-output for LSTM-RNN, G-Ls-s 
denotes single-input single-output for LSTM, G-Lm-s denotes multi-input single-
output based on GMI, and G-Lm-s-2 denotes multi-input single-output based on the 
output of G-Ls-s.

Here, we show the mathematical expression for calculating the predicted VAM 
emission based on the data results (VAM emission and utilization ratio). Where Nt  
is the annual methane emission prediction, MMTCO2e. A, B, C, and D are the 
output of high concentration, medium, and low concentration, and spent gas 
respectively, MMTCO2e. Y  is the ratio of methane emitted by various 
concentrations to the total methane emitted by gas, %.  η is the unutilized rate, % 
(η1, η2, η3 and η4 are 0.5%, 3%, 90% and 99%, respectively). ζ is the average 
coverage of the gas concentration range of each concentration, %.

To elucidate the influence of various input indicators and computational data on 
the model results, the results are compared both horizontally and vertically. They 
are denoted as Multi-input referred GMI, Multi-input referred single (“single” 
means G-Ls-s result), Core factors input referred GMI, and Core factors input 
referred single. G-Lm-s results based on different input data are shown in the above 
figure. Upon closer examination through local zooming, it can be noticed that the 
results obtained from the input effects of the core factors exhibit superior 
performance 

The big figure shows comparison of total results with local zoom analysis, and the 
small figures show 10 years VAM predictions (a) and factor correlations (b). Upon 
scrutinizing the correlation heatmap, CIRR dominates with a correlation of up to 
0.83, followed by TEC at up to 0.80. TCC and TPEP are positively correlated with 
both VAM, but the correlations are only 0.50 and 0.30. Conversely, the remaining 
factors were all negatively correlated, with CBM as low as -0.79.
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SUMMARY
a) For VAM mitigation and utilization, its future emissions are predicted based on 

a genetic algorithm-optimized LSTM neural network.
b) We compared the prediction accuracy of VAM emissions for various input 

indicators and computational data, and the results showed that the results 
obtained from the input effects of the core factors exhibit superior 
performance.

c) VAM is strongly related to CIRR and TEC, so we need to control them to 
effectively manage VAM emissions.
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